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The information content of results of analyses, subject to a systematic error, is expressed with the
use of the divergence measure. It is shown how this error lowers the information content of the
results. The significance of methods enabling to eliminate the systematic error or to diminish it
(calibration, blank experiment, ezc.), mostly at the expense of the accuracy of the results, is discus-
sed.

In our earlier communications® =7 we discussed the information content of results of quantitative
analyses, expressed with the use of the Kullback’s® divergence measure, for the cases of more
accurate analyses!’?, trace analyses®'3, instrumental analyses®, and analyses for the purpose
of the quality control®. Various measures of the information content of quantitative analytical
results were compared recentlys. Up to now, we assumed in all cases that the results were un-
biased, i.e., they were not subject to a systematic error. In practice, however, we must be sometimes
satisfied with results that are not quite correct, or we must use some steps, such as subtracting
the blank experiment®, to eliminate or at least diminish the systematic error.

The influence of the latter, or of the steps serving for its elimination, on the informa-
tion content of the results forms the subject of the present work, where the informa-
tion content is expressed with the use of the divergence measure.

THEORETICAL

Quantitative analysis is a process of obtaining information about a certain, although
unknown content, £, of a component to be determined in an analysed sample. The
information which we obtain, i.e., the result is a continuous random variable, ¢.
In an ideal case, the process of obtaining information should proceed so that E[¢] =
= &, i.e., the most probable value of E[¢] found by analysis should not differ
from the true content, £, of the determined component, or the results should be

* Part XIII in the series Theory of Information as Applied to Analytical Chemistry; Part XII:
This Journal 43, 231 (1978).
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correct. In practice, however, this condition is sometimes not fulfilled and the re-
sults are subject to a systematic error 8 = & — E[o].

The information content of the analytical results can be expressed with the use
of the divergence measure® as

I(Pp pl—l) =J.+wP;(X) ln—de, (1)

—w Di- 1(x)

where i = 1,2,..., p;_,(x) is the a priori probability density, which characterizes
our preliminary knowledge or assumptions about the value of £, and p;(x) is the
a posteriori probability density, which characterizes the probability distribution
of the analytical results. Prior to the analysis, we assume usually a rectangular
a priori distribution:

/1/(x2 —x,) for xe{xy,x,)»
pox) = &)
0 \0

for other values of x .

The distribution of the results of analyses is, as a rule, normal. If these results are
unbiased, i.e., if & = E[¢], we can write

P = s [ -5 (57 ] (3a)

and the information content according to the Kullback’s measure

po(x) o, /(2ne)

If, however, the results are subject to a certain systematic error, i.e., if they are biased,
then the a posteriori probability distribution is given as

e 202 .

where the systematic error 6 = ¢ — p is different from zero. The information content
according to the Kullback’s measure must then be calculated as

I(py, po) = jiwp,(x) In (%) dx =1n 22— %1 (4a)

pax) =

1(ps, po) = j p;(x)lnp ‘(x)dx J P(X)lnsz;d {4b)
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since the true information content is smaller than I(p,, p,), namely by I(p,, p,)
according to (4a). Eq. (4b) can be rewritten by expressing the logarithms of fractions
as differences of logarithms; by further calculation we obtain

I(p2, po) = In X2 T Xy __l_zj m(x _ 5)2 pz(X) dx .

a,J/(@2n) 20}

Since the latter integral is equal to a3 + (¢ — p)* = o] + 6%, we have

-0

I(ps, po) = In Xz_i_l(‘s)z. (40)

oy /(2me) 2 o,

The information content of results subject to a systematic error § is hence given
by Eq. (4c), which for 5 = 0 (unbiased results) takes the form of (4a), derived under
the assumption of unbiased results,

DISCUSSION

It is apparent that the information content of results subject to a systematic error
decreases markedly with increasing value of §; for example, for x, — x;, = 100 and
o, = 0-005 the dependence of I(p,, p,) on § is according to Eq. (4c) as follows:

é 0 0-025 0-050 0-075 0-100 0125 0-150

H(pa, po) 6182 6.057 5682 5057 4182 3057 1682

TaBLE I
Values of I(p,, p,) for Different Values of oy and /o

é 9y
ay 0-05 010 0-20
0-:00 6182 5-489 4:796
0-25 6151 5:458 4-765
0-50 6-057 5364 4-671
0-75 5-901 5-208 4-515
1-00 5-682 4-989 4-296
1:50 5-057 4-364 3-671
2-00 4-182 3-489 2-796
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The dependence of the information content on the ratio of é/a, for various values
of ¢, is given in Table 1. Similarly as, e.g., in ref.! we can illustrate the dependence
of I(pz, po) on oy and 6 by curves joining the points corresponding to equal values
of I(p,, po) for different pairs of ¢, and 8. These “isoinforms” are for several dif-
ferent information contents shown in Fig. 1, whencé the points for § = 0 and the
pronounced maximums of these curves are well apparent.

1n the analytical work, we mostly want to eliminate or at least diminish the syste-
matic error either by subtracting the blank experiment, or by a suitable calibration,
etc. Let us consider a systematic error 6 < 0 (u > ¢) that can be eliminated or at least
diminished by subtracting the blank experiment, which is however possible only at the
expense of the accuracy of the results®. The result of the analysis is then found from
the difference xp — xp, where xp is the result of the determination proper carried
out with the sample, and xj is the result of the blank experiment. Since the determina-
tions of xp, and xp are mutually independent, we have ¢ = /(o + 03) and for the
case where o, = o we have 6 = oy Jz. To attain the bighest possible information
content of the results, it is recommended to subtract the blank experiment (thereby
diminishing the systematic error but increasing the original value of op to op+/2)
only if '

X=X LN x —x
o,/2te  2\o, 20, /e
ie.if =6 2 op /In2 &~ 0-830p and x5 & —6.
Every experimentally determinable value of the blank experiment is larger than the
determination limit; in the case where we accept the Kaiser’s definition of the de-

termination limit!°, we have always xp 2 30y. Therefore, it is preferable to subtract
every experimentally detectable nonzero value of the blank experiment even in

FiG. 1
Isoinforms
| 1 Information content 1-0; 2 1-2; 3 15;
0 42.0; 530

Collection Czechoslov. Chem. Commun. [Vol. 44] [1979]



Content of Analytical Results Subject 2377

cases where the blank experiment did not completely remove the systematic error,
i.e. when 30y £ xp < —0. The decrease of the information content of the re-
sults by the increase in oy, due to subtracting the blank experiment will be always
negligible against the gain of the information content caused by diminishing or even
eliminating the systematic error.

We can proceed analogously also in the case of choosing the method of calibration;
since different methods of calibration are differently time-consuming, we shall choose
such one that has for the given procedure the highest information performance'!

1
L(p2, po) = - 1(p2, po) » )
A

where t, denotes duration of the analysis including calibration and calculations
necessary to evaluate the results, and the information content I(pz, Po) is given
by Eq. (4¢).
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Translated by K. Micka.
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